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How to use? 

We report a review of the reproducibility of three publications for Poverty estimation using DL and Remote sensing 
imagery. For each experiment, we identified the methods and workflows used, if the experiments were not fully 
reproducible. Although the three use cases were proposed for a specific task (poverty estimation), we believe that the 
evaluation methods could be applied to more general Deep Learning tasks, where difficulties might include (a) a lack of 
dataset specificity (and the metadata related with it), (b) inadequate description of the DL methodology, (c) the 
implementation methodology, and the infrastructure used. We also feel that these recommendations can be extended 
to other domains such as medical, climatic, biodiversity, industrial, military, etc.

Checklist:

We compiled a checklist (Table 1) with the most 
relevant items for Reproducibility to improve DL 
experiments.
This checklist is useful for: an author reporting on an 
experiment, and/or a reviewer seeking to qualify the 
scientific contributions of the work.  
This table is based on state-of-the-art guidelines from 
Pineau’s Machine Learning checklist [2], the 
recommendations from Renard’s [3], and the FAIR 
sub-principles (Hartley & Olsson) [4]. Besides that, we 
organized these criterias according to a DL workflow.
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Reproducibility and Replicability (R&R):

The challenges of Reproducibility and Replicability have become a focus of attention in order to promote open and 
accessible research. Therefore,  efforts have been made to develop good practices for R&R in the area of computer 
science. Nevertheless,  Deep Learning (DL) based experiments remain difficult to reproduce by others due to the 
complexity of these techniques. In addition, several challenges concern the use of massive and heterogeneous data 
that contribute to the complexity of this R&R. 

Table 1: Compiled Checklist from Machine Learning checklist Pineau, (2020) [2], the recommendations 
from Renard et al, 2020 [3], and the FAIR sub-principles (following Hartley & Olsson 2020) [4] aiming to 
pre-screening Deep Learning experiments to achieve Reproducibility.

User 1 
is the person who reports on his/her experiment 
(writes it down) and wants to achieve reproducibility 
of his/her work.
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User 2 
is the person who reads a paper out of 
interest (e.g., a reviewer) and wants to 
check the validity or quality of the paper.
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